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Abstract

This working paper depicts the usage of Natural Lan-
guage Processing techniques in the production of
voice from an input text, a.k.a. Text-To-Speech syn-
thesis, and the inverse process, which is the pro-
duction of a written text transcription from an input
voice utterance, a.k.a. Automatic Speech Recogni-
tion.

1 Introduction

Natural Language Processing (NLP) is the science
most directly associated to processing human (natu-
ral) language. It derives from computer science since
computers, or any other processing unit, are the tar-
get devices used to accomplish such processing. This
description responds basically to the “Processing”
particle in NLP. What makes NLP different from any
other processing-related activity is the field of appli-
cation: the human languages. They deal with more
knowledge-related aspects thus requiring the support
of learning capabilities by the processors of text.

In the end, it could be stated that most NLP
or NLP-related computerized tasks can be wrapped

by the more general concept of Machine Learning,
clearly related to computer science, which contem-
plates any subject relating to the use of computers
for the inference of the relevant features of the sys-
tems of study. Since the particular field of study is
natural language, these learning techniques are of vi-
tal interest, because in some way, we humans make
use of this kind of language as our basic means of
communication and reasoning, inherently. If other-
wise a formal language was to be studied (e.g., a
programming language), there would be no reason
to make use of such learning approaches because the
construction and logic issues bound to the formalism
of that kind of language would already be known or
predefined.

Common applications of sheer high-level NLP
would deal solely with text data (at the input and
output of the system) such as text classification,
text summarization, question answering or machine
translation. When approaching speech technologies
other domains should be considered, despite NLP
techniques refer exclusively to the textual analysis or
synthesis of the applications. Either Text To Speech
(TTS) synthesis or Automatic Speech Recognition
(ASR) need a trustful module of NLP because text
data always appears somewhere in the processing
chain. TTS produces a speech utterance from an in-
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put text while ASR produces such text from an input
speech utterance. Although these two objectives look
very similar, their approach differs significantly.

This paper is centered on reviewing the main
utilizations of NLP techniques for the two general
speech technologies presented above. On one hand,
[1] provides a generic text processing framework for
English TTS synthesis, reviewing the tools needed
to obtain a correct phonetic transcription of the input
text. On the other hand, ASR applications are rather
focused on the use of grammars (either hand-crafted
or statistically derived) to construct Language Mod-
els as reviewed in [2], [3] and [4].

2 NLP for Speech Synthesis

TTS synthesis makes use of NLP techniques ex-
tensively since text data is first input into the system
and thus it must be processed in the first place. [1]
describes the different high-level modules involved
in this sequential process:

Text Normalization Adapts the input text so as to
be synthesized. It contemplates the aspects that
are normally taken for granted when reading a
text.
The sentence segmentation can be achieved
though dealing with punctuation marks with a
simple decision tree. But more confusing situa-
tions require more complex methods. Some ex-
amples of these difficulties are the period mark-
ing, the disambiguation between the capital let-
ters in proper names and the beginning of sen-
tences, the abbreviations, etc.
The tokenization separates the units that build
up a piece of text. It normally splits the text
of the sentences at white spaces and punctua-
tion marks. This process is successfully accom-
lished with a parser.
Finally, non-standard words such as certain
abbreviations (Mr., Dr., etc.), date constructs,
phone numbers, acronyms or email and URL
addresses need to be expanded into more to-
kens (units) in order to be synthesized correctly.

Rules and diccionaries are of use to deal with
non-standard words.

Part-of-Speech Tagging Assigns a word-class to
each token. Thus this process consecutes the
Text Normalization. Part-of-Speech taggers
have to deal with unknown words (Out-Of-
Vocabulary problem) and words with ambigu-
ous POS tags (same structure in the sentence)
such as nouns, verbs and adjectives. As an ex-
ample, the use a participle as an adjective for a
noun in “broken glass”.

Grapheme-to-Phoneme Conversion Assigns the
correct phonetic set to the token stream. It must
be stated that this is a continuous language
dependent process since the phonetic transcrip-
tions of the token boundaries are influenced
by the transcriptions of the neighboring token
boundaries. Thus, accounting for the influence
of morphology and syllable structure can
improve performace of Grapheme-to-Phoneme
conversion [5].

Word Stress Assigns the stress to the words, a pro-
cess tightly bound to the language of study.
The phonological, morphological and word-
class features are essential characteristics in this
assignment: the stress is mostly determined by
the syllable weight (phonological phenomena
which treat certain syllable types as heavier than
others [6]). See [1] for a wide set of references
for this process.

The majority of the problems concerned by the
above processes can be tackled either by rule-based
or data-driven approaches, although this choice in
some cases is clear due to the intractability of the
resulting resolution for one of the two approaches.
As an example, the traditional rule-based approach
to perform phonetic transcriptions has proven to be
very tedious and time consuming to develop and
difficult to maintain, and in spite of its excellent
transcription accuracy, this method has been put in
the background in favor of computer learning ap-
proaches. See [7] for further details.
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There are other NLP techniques related to speech
synthesis that, although they are not essential, their
use may improve the overall quality of the result-
ing speech, yielding a more natural impression to the
users. Some of these approaches deal with emotions
in order to produce affective, or expressive, speech
synthesis. Aligned with this objective, the works
presented in [8], [9] and [10] should be highlighted.
These approaches are yet in an incipient stage and
lots of research is being held presently as innovative
solutions to attain such a natural interface.

3 NLP for Speech Recognition

Automatic Speech Recognition systems make use
of NLP techniques in a fairly restricted way: they are
based on grammars. This paper refers to a grammar
as a set of rules that determine the structure of texts
written in a given language by defining its morphol-
ogy and syntax. ASR takes for granted that the in-
coming speech utterances must be produced accord-
ing to this predetermined set of rules established by
the grammar of a language, as it happens for a for-
mal language. In that case, Context-Free Grammars
(CFG) play an important role since they are well-
capable of representing the syntax of that language
while being efficient at the analysis (parsing) of the
sentences [11]. For this reason/restriction, such lan-
guage cannot be considered natural. ASR systems
assume though that a large enough grammar rule set
enable any (strictly formal) language to be taken for
natural.

NLP techniques are of use in ASR when modeling
the language or domain of interaction in question.
Through the production of an accurate set of rules
for the grammar, the structures for the language are
defined. These rules can either be 1) hand-crafted
or 2) derived from the statistical analyses performed
on a labelled corpus of data. The former implies a
great deal of hard-work since this process is not sim-
ple nor brief because it has to represent the whole
set of grammatical rules for the application. The lat-
ter is generally the chosen one because of its pro-
gramming flexibility at the expense of a tradeoff be-

tween the complexity of the process, the accuracy of
the models and the volume of training and test data
available (notice that the corpus has to be labelled,
which implies a considerably hard workload). Since
hand-crafted grammars depend solely on linguistics
for a particular language and application they have
little interest in machine learning research in gen-
eral. Thus, the literature is extensive on the data-
driven approaches (N-gram statistics, word lattices,
etc.) bearing in mind that by definition a grammar-
based representation of a language is a subset of a
natural language.

Aiming at a flexible enough grammar to general-
ize the most typical sentences for an application, [2]
and [3] end up building N-gram language models.
N-grams model a language through the estimates of
sequences of N consecutive words. While the for-
mer tackles the problem with a binary decision tree,
the latter chooses to use more conventional Language
Modeling theory (smoothing, cutoffs, context cues
and vocabulary types). [11] also makes use of N-
gram structures but it pursues a unified model inte-
grating CFGs. Refer to the cited articles for further
information. Lastly, [4] presents a means of deal-
ing with spontaneous-speech through the spotlight-
ing addition of automatic summarization including
indexing, which extracts the gist of the speech tran-
scriptions in order to deal with Information Retrieval
(IR) and dialogue system issues.

Delving into the NLP-IR thread [12], ontologies
have a deal of interest for their ability to construct
Knowledge Bases in order to obtain some reasoning
[13]. If merged with the present appeal for semantic-
friendly interfaces [14], the resulting IR technology
stands for one significant research topic.

4 Conclusions

This paper attempts to review the state-of-the-art
Natural Language Processing techniques applied to
speech technologies, specifically to Text-To-Speech
synthesis and Automatic Speech Recognition. In
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TTS (Section 2) the importance of NLP in process-
ing the input text to be synthesized is reflected. The
naturalness of the speech utterances produced by the
signal-processing modules are tightly bound to the
performance of the previous text-processing mod-
ules. In ASR (Section 3) the use of NLP particularly
is complementary. It simplifies the recognition task
by assuming that the input speech utterances must be
produced according to a predefined set of grammat-
ical rules. Its capabilities can though be enhanced
through the usage of NLP aiming at more natural
interfaces with a certain degree of knowledge. [15]
reviews the major approaches proposed in language
model adaptation in order to profit from this specific
knowledge.
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